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Abstract

Context: Digital data is being stored in large quantities in Cloud, requiring data backup and recovery services. Due to many factors such as disasters and other disruptive events, the risk of data loss is huge. Therefore, backup and data recovery are essential and effective in improvement of system availability and maintaining Business Continuity. Nevertheless, the process to achieve the goal of business uninterrupted faces many challenges regarding data security, integrity and failure prediction. Objective: This paper has the following goals: analyzing systematically the current published research and presenting the most common factors leading to the need of Disaster Recovery and backup plan; investigating and identifying the adopted solutions and techniques to prevent data loss; and lastly, investigating the influence Data Recovery and Backup has in terms of business continuity and identifying the privacy and security issues regarding disaster recovery process. Method: A systematic mapping study was conducted, in which 45 papers, dated from 2010 to 2020 were evaluated. Results: A set of 45 papers is selected from an initial search of 250 papers, including 10 papers from snowball sampling, following the references from some paper of interest. These results are categorized based on the relevant research questions, such as causes of disasters, data loss, business continuity, and security and privacy issues. Conclusion: An overview of the topic is presented by investigating and identifying the following features: challenges, issues, solutions, techniques, factors, and effects regarding the backup and recovery process.
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I. Introduction

In today’s globalized world, the notion of Cloud Computing is becoming a remarkably familiar approach in terms of scope and services to be provided. As we know, most of the data and applications are found and stored digitally, all over the world, on-premise hardware, or off-premise computing. This means, that the possibilities of data storage in the cloud can be endless, but so are also the data. The amount of data is heavily increasing day by day, and the necessity to store these data in the cloud comes in a straight proportion to it. Therefore, Cloud Computing services varies in different types based on demand and requirements.

In this paper, our focus will be to investigate Backup and Data Recovery, as they play an essential and significant role when it comes to Cloud Computing and the offered services. Since most of the data are sensitive and incredibly important in various domains, the need for a Backup and Recovery plan is vital. And no matter in what perspective or level we start to analyze, (e.g. personal data, sensitive data public data, confidential data, etc.) whether they are translated as qualitative or quantitative, at some point, the need for the backup will be crucial. Especially when it comes to big companies and organizations where data is ”life-and-death” to their existence.

The risk of data loss is relatively high regardless of the cloud environment, provider, services, or architecture. No matter if the data are stored in a Public or Private Cloud, data can still be corrupted at any stage. Therefore, to maintain the data safety, control, and accessibility it is required a strategy, including a backup and disaster recovery plan.

A disaster recovery plan can be the best solution for a disaster event, whether it is man-made or natural type. Since these disasters can lead to hazards and devastating damage to a system, as a result, data availability and accessibility can be compromised. We have identified 4 types of disasters based on their nature: Climate Disaster; Intended Disruption; Loss of Utilities and Services; Equipment or system failure. Besides, if one of these disasters happens and data gets corrupted or damaged, it can lead to a full data loss.

Therefore, the need for some mechanisms and methods of backup and data recovery is a priority for many customers who have trusted the data on the cloud. And the purpose of these recovery techniques is to ensure the customers and businesses to collect the information from any backup server, when server fails to provide the data to the user.

In recent years, there has been an increased interest in Backup and Data Recovery, however, when we get to look at the literature there is relatively a low amount
of research and papers regarding the topic. Hence, in this paper, we will focus on highlighting and discussing the found research, done on backup and disaster recovery in cloud computing. The main issue that we have encountered related to disaster recovery in cloud computing is the concern to provide an effective plan that ensures high data reliability and security. Nevertheless, an overview of the most important key factors regarding the topic, will be discussed and be found in this paper.

For a wide overview of the Backup and Data Recovery in Cloud Computing research area, we have used the systematic mapping study approach [1] to collect data, analyze and interpret results, regarding the scope of interest and the evidence collected in the papers.

This paper is organized as follows: in Section II is shown related work; Section III presents background and motivation for the study; In Section IV we describe the systematic mapping study approach from the selection of the papers to classifying and lastly analyzing the results for each research question; in Section V we show the results we gathered for answering research questions; and finally, Section VI draws conclusions and outlines related to our systematic mapping study.

II. Related work

Our work attempts to conduct a systematic mapping study on backup and data recovery in cloud computing. In correspondence with [2] we identified the main factors and challenges of DR in cloud computing. It concludes that data DR services must ensure high data reliability and flexibility through an effective and practical DR plan that sustain growth for any organization. According to the authors, the most critical issues relevant to DR in cloud computing focus on cloud data storage, cost, security, lack of latency and redundancy. Different strategies attempt to manage the data recovery process. They also highlighted that natural and man-made disasters can result in costly service interruptions.

In the literature survey of [3] they found many techniques that have their unique ways to create backup and recovery. We illustrated these techniques in Tab 4. The experimental results, done by [4] shows that many organizations and companies have utilized disaster recovery solutions to minimize the downtime and data loss incurred when catastrophes take place. All these approaches aim to provide the best performance.

Organizations are subjected to hazards that might interrupt options. From the point of Service Provider, client satisfaction is among the major objective, while from the business aspect, recovery means being able to perform business functions without affecting continuity. DR services should assist business continuity, enabling
applications to quickly come back online after a disaster happens (Alshammari et al., 2016).

**III. Background and motivation**

In this section we emphasize the importance of data backup and recovery in cloud computing.

Data are valuable nowadays and if are lost, may cause a negative impact on the organization financial costs and time to regain it, so protecting important data, are required efficient countermeasures. During this decade cloud computing has become a new technological option to provide services and cloud providers are gaining even more popularity due to the increasing amount of data. The expanded usage of cloud computing services increments the need of more storage, backup and recovery.

Backup is defined as a duplication of any data, file, application and operating system that can be used in case of a data loss or restoration, while recovery is the set of techniques used to collect data from any backup server, when data are previously lost from the server or invalid to use.

Disasters effect both the client and the cloud side, hence it is crucial to have a disaster recovery plan. As it is mentioned by (A. Arul Mary, K. Chitra) when “disaster happens in customer side means backup will be stored in the cloud, but disaster happens in the cloud means data will be lost. So, disaster recovery process is urgently needed. But quality and security are the key issues in the information recovery process” [5].

Even though there are still many technological gaps, for many organizations, cloud computing is a flexible, cost-effectively, reliable and scalable solution to provide a safe data backup and recovery. The organizations must identify the major probable failures that can cause a disaster for them, then prepare a disaster recovery plan (DRP) and data backup.

DRP is a document that prepares and helps organizations to protect and prevent damages from a disaster. This plan usually addresses any type of disaster, however, it is customized based on the needs of the organization where the most important elements included are related to identifying and assessing disaster risks and determine the critical applications and resources.

This is crucial for their continuity, in order to protect themselves and employees from natural and man-made errors. Various techniques are proposed for this purpose, i.e. moving from single cloud to multi-cloud environment is considered as an empirical solution, however it has some legal issues to implement because of data security, privacy and authorization.
IV. Systematic mapping study

In this paper we present a systematic mapping approach adopted by [6]. Our study will be an overview in terms of solution, challenges, factors, security, and privacy, based in backup and data recovery literature. The methodology we embraced consists in four essential steps, however, Fig 1. describes best our process steps and outcomes.

- Identifying RQs.
- Searching for primary studies.
- Classification scheme of the relevant papers.
- Analyzing data and answering RQs.


A. Identifying research questions

The first step, and probably the most significant, is identifying and defining research questions [7]. As we mentioned earlier, our purpose is to have an overview of backup and data recovery, to understand its importance, to identify some challenges and solutions and how it affects different environments and domains in the context of cloud computing.

After we have discussed and evaluated some issues, we were able to formulate and define four research questions.

RQ1. What are the most common factors that can lead to the need of a Disaster Recovery and Backup plan?

- There are many factors that negatively influence a cloud environment and therefore they can lead to the necessity of a backup and data recovery. However, our focus is to present the most common factors that usually are identified, leading to such situation and needs.
RQ2. What are the methods and solutions used to prevent a full data loss?

• Various methods and solutions are presented nowadays to prevent data loss and avoid further damage for the data in the cloud. Our aim of the question is to investigate the most used solutions adopted for the backup and disaster recovery in order to identify some strategies that in many domains are needed.

RQ3. How will the Backup and Recovery process influence the business continuity?

• Since businesses are the most affected environments in a case of disaster and data loss in cloud, our objective is to investigate the influence these factors have in terms of business continuity.

RQ4. Which are the security and privacy measures in the data recovery?

• Our purpose of the last question is to investigate the finished process of data recovery in terms of security and privacy. How these aspects are covered and identifying the provided solutions are for this case.

**TAB 1.** The conducted search strings.

<table>
<thead>
<tr>
<th>Database</th>
<th>Search String</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>(&quot;Backup&quot; AND &quot;Data Recovery&quot;) AND (&quot;Cloud&quot;)</td>
</tr>
<tr>
<td>Scopus</td>
<td>(&quot;Backup&quot; AND &quot;Data AND Recovery&quot;) AND (&quot;Cloud&quot;))</td>
</tr>
</tbody>
</table>

B. Searching for primary studies

The goal of this step is to create and conduct a search sting into the digital databases. The following digital databases were used in the search: IEEE Xplore and Scopus. After adopting many different strings we ended by evaluating the above mentioned. The same string that is used in IEEE database is used also for Scopus, however, a slightly automatic change has been made by the database. Since both strings work
perfectly on their respective database, and the results are suitable, the final result of the strings is conducted, and shown in Table 1.

**a) Inclusion Criteria:**

- The study must address an overview on Backup and Data Recovery in Cloud Computing.
- The study must have been published in the last 10 years, (i.e. 2010-2020).
- The study must have been published as a full document, in English (conference paper, journal paper, article).

**b) Exclusion Criteria:**

- Papers which are outside the context of cloud computing.
- Papers which have not enough data/information to provide an understanding of the case.
- Papers which evaluate the topic on a non-related perspective.

**TAB 2. Databases and initial papers**

<table>
<thead>
<tr>
<th>Digital Database</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scopus</td>
<td>156</td>
<td>30</td>
<td>16</td>
</tr>
<tr>
<td>IEEE Xplore</td>
<td>94</td>
<td>28</td>
<td>19</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>250</strong></td>
<td><strong>58</strong></td>
<td><strong>35</strong></td>
</tr>
</tbody>
</table>

Added 10 papers following the references from some paper of interest
In total we had 45 papers

**FIG 2. Classification Scheme**
As it can be seen by the Graph 1. our selected papers are divided between 2011 to 2020 as per year 2010 there were no papers that interested us, related to the topic and content.

Most of the literature is published this year, 2020, and we must say that based on the classification by research type, our selected primary studies are published as a Solution Proposal with a total of 24 papers. In Tab 3. is shown the detailed classification based on the category and with their respective number of papers.

### C. Screening

- **Stage 1:** The definition of search string in both databases gave us in total 250 papers.
- **Stage 2:** Applying inclusion and exclusion criteria in title, abstract and keywords we reduced the number of papers into 58 papers. Duplicated papers were avoided also.
- **Stage 3:** Next, we selected the remaining papers based on conclusion and often other sections as we found important to our study. In total we have 35 papers to read as a full text.
Lastly, we found and added 10 papers to our list, following the references from some paper of interest. At the end, each paper has been indexed with a ”random name” as a matter of ease. i.e., p1, p2... for primary studies papers (selected by the two databases) and e1, e2... for the snowball sampling (selected by following the references of the previous papers).

D. Classification scheme for the relevant papers

In order to create the classification scheme (shown in Fig 2.) we have categorized different ”sections/topics”, based on their similarities. However, a category is created as a result of the key focus related to our RQs. The top level, which is the root, is our main topic. And the other categories are influenced by our analysis and the need to answer our research questions. The first thing we applied was keywording. It was applied to titles, keywords and abstracts, however, most of the time some of these sections had poor quality leading us moving to the next sections of the papers. So this process was done in the full text of every relevant paper. After we finished this process we started to evaluate and define the contribution for paper regarding our study. About the research contributions, we have previously shown in tab 3. For RQ1, which shows the causes of disasters, three categories were identified: Man-made disasters, Natural disasters, and System failure. Then, for RQ2, related to data loss we have identified some methods and solutions and two sub-categories were created: techniques and metrics. Next, for RQ3 regarding business continuity we have identified and discussed about challenges, solutions, techniques and the effects they have in BC. Lastly, for RQ4 we have listed some security and privacy issues based on the risks.

**FIG 3.** Factors that lead to a Disaster Recovery and Backup plan
V. Results

The selected papers for this study are 45 papers. From which 35 papers have been selected as a result of our screening procedure and applying inclusion and exclusion criteria, and 10 papers are added following the reference of our papers of interest. The distribution by year is shown in Graph 1.

A. Results of RQ1

RQ1: What are the most common factors that can lead to the need of a Disaster Recovery and Backup plan?

Disaster Recovery plans are a set of procedures and policies used to restore the high priority processes of a system after a disaster. In addition, DRP is vital to define and ensure all the responsibilities that everyone should follow when a disaster happens, to enable the restoration of these processes and data. This process helps to minimize impact and damages and recover data when a loss occurs, by responding on time. A well-trained staff, necessary resources and assets makes the perfect combination to withstand and prevent a catastrophic failure of the system.

Above all, organizations should apply routine controls to prevent these factors before they occur unexpectedly. Disaster Recovery and backup still are not on effortless way of backing up cloud data into devices, due to lack of control over cloud assets. Generally, customers store sensitive data on single clouds, but recovery and data backup consume huge storage by replicating data to multiple data centers. For this reason, depending on single clouds contains the above-mentioned risks. These factors are shown in Fig 3. and can lead to disruption of the services, data loss even can cause a collapse of the entire system [8]. Fig 3. has been created as a result of analysing the following papers: [p1], [p3], [p4], [p9], [p13], [p21], [p29], [p35], [p41].

B. Results of RQ2

RQ2: What are the methods and solutions used to prevent a full data loss?

During our study we have noticed many solutions that have been discussed and proposed as a method or a strategy that will ensure zero data loss and a quick recovery process [9]. However, we came in the conclusion that none of these methods/solutions will be 100% efficient in every aspect, especially when it comes to reliability and security of data after a recovery process.
An important recommendation to prevent data loss and meet a variety of needs such as availability, business continuity and disaster recovery is to engage in a Multi-Cloud strategy. But, if we must mention some used strategies in our analysis, we can also highlight replication and snapshot in different environments. However, as we can see from Graph 2, the most discussed solution in terms of disaster recovery as a way to prevent data loss is the introduction and adoption of a service model known as Disaster-Recovery-as-a-Service (DRaaS) [10]. The rest of the solutions are shown in the graph 3.

When it comes to techniques, the most common one is plain backup. As it is one of our focuses, we must say that some papers have described it as a not convenient technique due to security and reliability problems. And in order to overcome these problems, there are addressed data backup and recovery mechanisms and techniques in a more safe and effective system [11]. These techniques are shown in tab 4.
Disaster Recovery and Backup plan consists of some parameters, but the fundamentals are defined as metrics, and the most common are RTO and RPO. These metrics are used to measure the recovery level which should be a focus when describing a disaster recovery plan in terms of tiers.

- **RTO** – Recovery time object; The time of the physical system recovery after a disaster happened.
- **RPO** – Recovery point object; The latest backup before the disaster. Meaning the quantity of data loss [12].

### C. Results of RQ3

RQ3: How will the Backup and Recovery process influence the business continuity?

Business Continuity (BC) is a methodology and concept to manage elements that allow a business to function normally during and after a disaster [8]. In order to have maintain business continuity it is necessary to have a clear plan and strategy regarding a disaster event and data recovery. The plan must allow the organization to achieve the following services [8].

- Immediate & Proper response to disruptive events
- Reduce business impact
- Ensure business continuity services
- Reduce business impact

As we already can understand that BC is a very important requirement for any organization whose data are stored in cloud, we also must mention that it has its challenges. And often these challenges can be fatal for a business if a proper solution and technique is not immediately found and adopt.
After reviewing 13 papers related and discussing about Business Continuity in terms of Cloud Computing, we found the following challenges in Disaster Recovery that can influence negatively in BC. These challenges are shown in tab 5.

**TAB 5. Challenges in Disaster Recovery that influence BC**

<table>
<thead>
<tr>
<th>Challenges</th>
<th>e2</th>
<th>e4</th>
<th>e9</th>
<th>p1</th>
<th>p19</th>
<th>n1</th>
<th>p29</th>
<th>n39</th>
<th>p51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependency</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Cost</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Failure Detection</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Security Detection</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Replication Latency</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Data Storage</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Lack of Redundancy</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

However, along with the challenges, every paper has mentioned at least one solution and techniques that could improve the disaster recovery plan and maintain a flexible and effective business continuity.

Solutions presented in papers:

- Block Replication.
- Cloud-Based DR.
- Local Backup.
- Multi-Cloud strategy.
- Replication of backup in multiple data centers.
- Pipelined Replication.
- Hot Standby (Active/Active).

All these solutions and many more are discussed in [e2] [p10] [p12] [e9] [e4], helping in terms of business continuity in different aspects. I.e., Block Replication will ensure to achieve zero RTO and negligible RTO [8] [9]; Local Backup will have minimal cost and ensure peace of mind [12]; Multi-Cloud environment will minimize the risk of availability failure, loss of data and privacy [13]; Hot Standby (Active/Active) is a synchronous real-time replication in based in database backup and ensures both RTO RPO to be zero, meaning 0 data loss [14].

In terms of adopted techniques, we can say the most common and mentioned one is Linux Box. However, techniques can be different based on the issue and challenge [15], [16], [17], [18], [19], [20], [21], I.e., if the challenge is Data storage and lack of redundancy, a suggested technique by [p29] is using an inter private cloud and multiple backups. Using monitoring units, encryption, scrambling and shuffling techniques can also be a solution for failure and security challenges.

In overall, as a conclusion for every paper related to BC, backup and disaster recovery in mentioned as a vital requirement to ensure the organization functionality
even during or after a disaster or disruptive event. It might be heavy in terms of costs; however, it guarantees the ability to work uninterruptedly regardless the nature of the disruption. A business continuity plan provides guidance to IT staff to follow the emergency plan, to recover and resume the business functionality and operations [8].

If business continuity is not ensured, the organization will have massive negative effects, such as, losses of receipts, business reputation, market share, etc. And often, it can lead to the worst-case scenario which is the collapse of the entire organization.

At this stage, we can all evaluate the importance of the Backup plan and data recovery, and how it influences the business continuity. On the end, businesses are forced to make the decisions between cost, speed, and effectiveness of recovery.

**D. Results of RQ4**

RQ4: Which are the security and privacy measures in the data recovery?

<table>
<thead>
<tr>
<th>TAB 5. Security and privacy issues to data recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Access Control</strong></td>
</tr>
<tr>
<td><strong>Authentication</strong></td>
</tr>
<tr>
<td><strong>Confidentiality</strong></td>
</tr>
<tr>
<td><strong>Security</strong></td>
</tr>
<tr>
<td><strong>Integrity</strong></td>
</tr>
<tr>
<td><strong>Reliability</strong></td>
</tr>
<tr>
<td><strong>Availability</strong></td>
</tr>
</tbody>
</table>

Data recovery is mentioned as one of the most critical security issues in cloud computing. DR process should be distributed over multiple sites for full data recovery. Recovery techniques and mechanisms help to collect information from the backup server when a crash happens. To provide cloud services, there is a need to satisfy the clients about the reliability of their data. Ensuring a full DR is not an easy task for SP. The main concern is solving the problems of data access and authorization for multiple users. In this paper, we will present the most common security issues.

- Access control means full protection of data.
- Integrity is the process of verifying the data stored in the cloud.
- Confidentiality is related to fault-tolerance and access control protocols.

When users join the network, authentication on the cloud server must be unique. Successful authentication means access to web services. Security matters occur due to insufficient certification, authorization, audit control, weak encryption
algorithms, and unstable data centers (Alshammari et al., 2016). Privacy concerns are related to reliability and authorization controls to protect users.

Users hesitate to upload their critical data to the cloud servers because they don’t believe that cloud service providers can guarantee privacy protection (Song et al., 2011).

Privacy protection is a crucial issue for providing personal data recovery services. On the other hand, encryption based data protection is proposed as a solution to solve this problem. It is important that data transfer between user and machine be secure. The privacy should be preserved by not leaking the data during the integrity verification process [11].

VI. Conclusion

In this paper we introduce a Systematic Mapping Study on Backup and Data Recovery in Cloud Computing. The timeline of the study is from 2010 to 2020, and we were able to extract the data from a total of 45 papers. In where 35 papers have been selected as a result of screening process by applying inclusion and exclusion criteria, and the other 10 papers were added following the references from some paper of interest. The initial number of papers was 250, obtained from IEEE Xplore and Scopus.

Regarding the RQs, there are 9 papers that discuss about causes of disasters as the main factor that lead to the need of DR and Backup plan. Then, related to the solutions and techniques proposed by 16 papers, we were able to list some of them where the most discussed one was Disaster Recovery-as-a-Service as a model and service to adopt, and followed by Multi-Cloud strategy which guaranties quick recovery and business continuity.

In addition to BC, we followed and identified a chain of factors such as challenges, solutions, and techniques influencing in the overall backup an DR plan process.

Lastly, regarding the most important issues in data recovery we can mention Security (discussed in 13 papers), Authentication & Confidentiality (discussed in 8 papers), and followed by Integrity (discussed in 7 papers). However, some other important issues consist of Reliability, Availability and to the Access of Control.

All these aspects are treated as issues and gaps, in which is required more improvement in order to have a complete and successful data recovery.
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